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Unified Preventive and Reactive Cyber Defense
Dynamics Is Still Globally Convergent

Zongzong Lin, Wenlian Lu, Senior Member, IEEE, and Shouhuai Xu

Abstract— A class of the preventive and reactive cyber defense
dynamics has recently been proven to be globally convergent,
meaning that the dynamics always converges to a unique equi-
librium whose location only depends on the values of the model
parameters (but not the initial state of the dynamics). In this
paper, we unify the aforementioned class of preventive and
reactive cyber defense dynamics models and the closely related
class of N -intertwined epidemic models into a single framework.
We prove that the unified dynamics is still globally convergent
under some mild conditions, which are naturally satisfied by the
two specific classes of dynamics models mentioned above and are
inevitable when analyzing a more general framework. We also
characterize the convergence speed of the unified dynamics.
As a corollary, we obtain that the N -intertwined epidemic
model and its extension are globally convergent, together with a
full characterization on their convergence speed, which is only
partially addressed in the literature.

Index Terms— Cybersecurity dynamics, cybersecurity founda-
tion, cyber epidemics, preventive and reactive cyber defense
dynamics, global convergence, network science.

I. INTRODUCTION

MANY studies in cybersecurity focus on understanding
or designing building-block mechanisms and analyz-

ing their properties. For example, security of cryptographic
primitives and protocols can now be rigorously proven in
the modern cryptography framework, owing to the commu-
nity effort during the last decades [11]. While necessary,
the building-block perspective is not sufficient to understand
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and characterize cybersecurity because cybersecurity is also
about properties of cyber systems when treated as a whole.
This matter is important because it has been shown that
cybersecurity can exhibit emergent behaviors [47], meaning
that some cybersecurity properties cannot be derived from the
properties of the underlying building-blocks or sub-systems
because a system is more than the sum of its parts.

The situation mentioned above highlights the importance
of investigating cybersecurity from a holistic perspective.
This importance has inspired research efforts towards mod-
eling, understanding, characterizing, and analyzing cyber-
security by treating the entire cyber system in question
as a whole. Along this direction, a particular approach,
dubbed cybersecurity dynamics, has been proposed and exten-
sively investigated [46], [48]. Intuitively, this approach aims
to understand, characterize and control the evolution of the
global security state of a cyber system in question, where
“evolution” is caused by the interaction between attacks and
defenses over the course of time. A cybersecurity dynamics
model can be used to characterize what will happen when
the attacker wages a particular set of attacks and the defender
employs a particular set of defenses (e.g., whether or not the
global security state converges to a unique equilibrium). These
kinds of understanding will pave a way for cyber defenders
to orchestrate optimal cyber defense strategies to minimize
the damage caused by cyber-attacks in the long run (see,
e.g., [27]).

In order to achieve the ultimate goal of the cybersecurity
dynamics approach, three major research thrusts have been
proposed: first-principle modeling, which aims to describe
the evolution of the global security state via first princi-
ples (i.e., building “as-simple-as-possible models with as-
few-as-possible parameters, while making as-weak-as-possible
assumptions” [48]); cybersecurity data analytics, which aims
to validate/invalidate first-principe models and extract the
values of parameters used by first-principle models; and
cybersecurity metrics, which defines cybersecurity metrics and
studies their measurements. We refer to [48] for a systematic
treatment on the cybersecurity dynamics approach.

The present study falls into the first-principle modeling
effort, which is inspired by methodologies in multiple
disciplines [46]–[48], including: biological epidemiology [1],
[2], [14], [19], [29] and its adaptation to the Internet set-
ting as initiated by [17], [18], [34], [42]; interacting parti-
cle systems [26], which investigate the behaviors that can
emerge from interacting components; and microfoundation
in economics [16], which aims at connecting microeconomic
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models and macroeconomic models. While inheriting some
insights from these inspiring methodologies, first-principle
cybersecurity dynamics distinguishes itself from them with
a unique set of technical barriers that have yet to be
tackled [46], [48].

One of the barriers is to accommodate the rich semantics
of cyber-attacks and cyber defenses, components of which
may not have counterparts in the other settings mentioned
above. This indeed has led to the establishment of families of
first-principle cybersecurity dynamics models, which describe
different types of cyber-attack-defense interactions, including:
(i) preventive and reactive cyber defense dynamics, which
accommodates the interaction between push- and pull-based
attacks and preventive and reactive defenses (which will be
elaborated below) [6], [7], [24], [25], [44], [45], [50], [52],
[58]; (ii) adaptive cyber defense dynamics, which accom-
modates adaptive defenses against cyber-attacks [8], [51];
(iii) proactive cyber defense dynamics, which accommodates
proactive cyber defenses (e.g., moving-target defense) against
cyber-attacks [13]; and (iv) active cyber defense dynamics,
which accommodates active cyber defenses against cyber-
attacks [27], [49], [57].

In this paper, we focus on first-principle preventive and
reactive cyber defense dynamics [24], [25], [44], [45], [50],
[52], [58]. In this type of dynamics, the defender aims at
(i) using preventive defense mechanisms (e.g., access control,
host-based and network-based intrusion prevention) to pre-
vent cyber-attacks from succeeding or causing any damages,
and (ii) using reactive defense mechanisms (e.g., anti-malware
tools, host-based and network-based intrusion detection) to
detect successful attacks and clean up the damages. On the
other hand, the attacker launches two kinds of cyber-attacks in
the threat model: (i) push-based attacks, such as malware-like
spreading behaviors (i.e., compromised computers actively
attempt to attack other computers), and (ii) pull-based attacks,
such as “drive-by download”-like [36] behaviors (e.g., a mali-
cious webserver attacks browsers when they access it). A first
theoretical result about the preventive and reactive cyber
defense dynamics is presented in [50], which gives a sufficient
condition under which the dynamics converges to a unique
equilibrium — not necessarily the zero equilibrium (or the
“dying out” equilibrium in the terminology of epidemics).

The aforementioned sufficient condition given in [50] cor-
responds to a specific parameter regime, rather than the
entire parameter universe, of the preventive and reactive cyber
defense dynamics. This means that the dynamics beyond this
specific parameter regime is not understood. This problem
is recently resolved in [58], which proves that the preven-
tive and reactive cyber defense dynamics is globally con-
vergent in the entire parameter universe (i.e., the dynamics
always converges to a unique equilibrium whose location
only depends on the values of the model parameters, but not
the initial state of the dynamics). It is also shown in [58]
that this global-convergence result still holds when the model
parameters are node-dependent (meaning the employment
of different host-based intrusion prevention and/or detection
tools) and/or edge-dependent (meaning the employment of
different network-based intrusion prevention and/or detection

tools). It is further proven in [58] that the dynamics converges
exponentially except for a very special parameter regime,
in which the dynamics converges polynomially. For ease of
reference, we call the preventive and reactive cyber defense
dynamics studied in [50], [58] the “

�
-dynamics” or inter-

changeably the “
�

-model” because as we will elaborate later,
“
�

” is the core component in the mathematical expression for
describing the collective effect of multiple compromised nodes
(or computers) waging push-based attacks against a vulnerable
node.

In parallel to the preventive and reactive cyber defense
dynamics model mentioned above, there is a closely
related model that is called the N -intertwined epidemic
model [39], [41], which is further extended to the so-called
�-SIS model [30]. These models have been studied in, for
example, [4], [9], [20], [23], [37]. The state-of-the-art regard-
ing these models is summarized in [21], [22], [33] and will be
further reviewed in Section II. For ease of reference, we will
call these two models the “

�
-dynamics” or interchange-

ably the “
�

-model” because “
�

” is the core component
in their mathematical expression for describing the collective
effect of multiple compromised nodes (or computers) waging
push-based attacks against a vulnerable node.

Since the aforementioned
�

-model and
�

-model are
closely related to each other, it makes one wonder whether
or not they can be unified into a single framework such
that properties of these models, which have been studied in
the literature, and other models, which may be relevant but
have not been studied in the literature, can be investigated
altogether. This is important not only because it deepens our
understanding (e.g., two different families of models actually
can be instantiated from a more general model), but also
because the results obtained in the unified model can be
immediately applied to any relevant, special-case models.
In this paper, we answer this question affirmatively.

Our Contributions: In this paper, we unify the
�

-model
and the

�
-model into a single framework, which is dubbed

the unified dynamics or interchangeably the unified model. As
highlighted in Figure 1, our results are summarized as follows:

• Global convergence (Theorem 3): We show that under
some mild conditions (Properties 1-3), the unified dynam-
ics in the general case of α ≥ 0 is globally convergent
while making no restrictions on the connectivity of the
attack-defense graph structure, where “α ≥ 0” means
that some nodes may be vulnerable to pull-based attacks
(or self-infection) but the others may be not. It is worth
mentioning that the global convergence property is a
“nice” property because the fraction of compromised
nodes in a network always converges to a unique equi-
librium regardless of the initial state (i.e., regardless
when the defender starts measuring the global security
state) [50], [58].

• Convergence speed (Theorem 4): We characterize the
convergence speed of the unified dynamics, which is
exponential in most cases and at least polynomial in
the other cases. Understanding the convergence speed is
important because as demonstrated in [50], faster conver-
gence would make it quicker for the defender to estimate
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Fig. 1. Overview of our results and their relationship to the literature results, where the “
�

-model” refers to the preventive and reactive cyber defense dynamics
model [24], [50], [58] and the “

�
-model” refers to the N -intertwined model [41] and its extension to accommodate the self-infection probability [30], α = 0

means that no nodes are vulnerable to pull-based attacks (analogous to self-infection), α > 0 means that all nodes are vulnerable to pull-based attacks, and
α ≥ 0 means some nodes may be vulnerable to pull-based attacks and the others may be not.

the global security state even when the model parameters
are not known.

In addition to the contribution that the unified model can
accommodate other models than the

�
-model and the�

-model, Corollaries 1 and 2 of our main result advance the
state-of-the-art as follows.

Given that the aforementioned mild conditions
(i.e., Properties 1-3) naturally hold in the

�
-model,

Corollary 1 supersedes the state-of-the-art understanding of
the

�
-dynamics as follows. From a global convergence point

of view, we now know that the
�

-dynamics is globally
convergent in the general case of α ≥ 0. In contrast, the state-
of-the-art understanding is that the global convergence
holds either in the special case of α = 0 (i.e., no nodes
are vulnerable to pull-based attacks) or in the special case
of α > 0 (i.e., all nodes are vulnerable to pull-based
attacks) [58]. As shown by Theorem 5, our convergence
speed result (Theorem 4) also supersedes the state-of-the-art
convergence speed result presented in [58].

Corollary 2 says that the
�

-dynamics is globally convergent
in the general case of α ≥ 0 with certain convergence
speeds, and thus advances the state-of-the-art understanding
about the

�
-dynamics in the special case of α = 0 (i.e.,

no nodes are vulnerable to pull-based attacks or self-infection)
and α > 0 (i.e., all nodes are vulnerable to pull-based
attacks or self-infection). More specifically, given that the
aforementioned mild conditions (i.e., Properties 1-3) naturally
hold in the

�
-model, we have the following in regards to the�

-dynamics.

• In the special case of α = 0, the state-of-the-art
understanding is scattered in a set of publications. The
convergence to the zero equilibrium (i.e., spreading dying
out) in the parameter regime below the epidemic thresh-
old is studied in [20], [41] and earlier in [9], [23] for
the biological setting; the convergence to a non-zero
equilibrium in the parameter regime corresponding to
the epidemic threshold is studied in [9], [23] for the
biological setting; and the convergence to a non-zero
equilibrium in the parameter regime above the epidemic
threshold is studied in [9], [20], [23]. All of these results
are obtained by assuming that the attack-defense graph

structure is strongly connected. This strong connectivity
assumption is later weakened to the weak connectivity
assumption [21], [22]. In contrast, we do not make any
assumption on the connectivity.
From a convergence speed point of view, our Theo-
rem 5 shows that our convergence speed result supersedes
the state-of-the-art convergence speed result, namely
(i) the global exponential convergence to the zero equi-
librium in the parameter regime below the epidemic
threshold [40], [41] and (ii) the local exponential con-
vergence to a non-zero equilibrium in the parameter
regime above the epidemic threshold [20]. Note that
for the parameter regime above the epidemic threshold,
the local exponential convergence obtained in [20] is
weaker than our global exponential convergence result,
which holds except for some parameter areas with a
Lebesgue measure zero. Note further that for the para-
meter regime corresponding to the epidemic threshold,
we show that the global convergence speed is exponential
in some situations and is polynomial in other situations;
the convergence speed in this parameter regime is not
characterized until now.

• In the special case of α > 0, the state-of-the-art
understanding is the existence of a steady state in the
�-SIS model from a continuous-time Markov Chain point
of view [30]. In contrast, we systematically investigate
the corresponding dynamical system model, and show
that the

�
-dynamics in the special case of α > 0 is

globally convergent and give a characterization on its
convergence speed. Note that our Corollary 3 for the�

-model in the special case of α > 0 is in parallel
to the aforementioned studies [9], [20]–[23], [41] for the�

-model in the special case of α = 0.

Paper Organization: The rest of the paper is organized as
follows. Section II reviews the

�
-model and the

�
-model.

Section III presents and investigates the unified model.
Section IV uses numerical examples to illustrate the gener-
ality of our global convergence result and the necessity of
some mild condition underlying the global convergence result.
Section V discusses the limitations of the present study, which
are open problems for future research. Section VI reviews



LIN et al.: UNIFIED PREVENTIVE AND REACTIVE CYBER DEFENSE DYNAMICS IS STILL GLOBALLY CONVERGENT 1101

TABLE I

SUMMARY OF NOTATIONS

related prior studies. Section VII concludes the paper. Proof of
Theorem 3 is lengthy and thus deferred to the Supplementary
Material.

II. PRELIMINARIES

Table I summarizes the major notations that are used
throughout the paper.

A. Mathematical Preliminaries

For two n-dimensional vectors x1, x2 ∈ �
n, let x1 ≥ x2

mean that x1,v ≥ x2,v for 1 ≤ v ≤ n; let x1 > x2 mean that
x1 ≥ x2 and that there exists a v∗ such that x1,v∗ > x2,v∗ ;
and let x1 � x2 mean that x1,v > x2,v for 1 ≤ v ≤ n.

A matrix M = [mvu] ∈ �
n×n is reducible if there exists a

permutation matrix P such that P�MP =
�
M �

11 M �
12

0 M �
22

�

for

any dimension-splitting between M �
11 and M �

22; otherwise, M
is irreducible. A matrix M ∈ �

n×n is block-wise irreducible if
M is a block-diagonal matrix with each diagonal-block being
irreducible.

We consider an arbitrary graph G = (V , E) with a finite node
set V = {1, . . . , n} and without loss of generality, directed
edge set E ⊆ V × V . Let A = [avu] ∈ �

n×n be the adjacent
matrix of G with weight avu = 1 if and only if (u, v) ∈ E .
Let Nv = {u : (u, v) ∈ E} denote the neighborhood nodes
belonging to V and pointing to v (i.e., the “in-neighbors” of
v) and N(v) = |Nv| (i.e., the number of in-neighbors of v).

We consider n-dimensional autonomous dynamical system:

di(t)
dt

= f(i(t))

where i(t) = [i1(t), . . . , in(t)]� with iv(t) ∈ [0, 1] for v =
1, . . . , n (representing the probability that a node v in the com-
promised state at time t), f(i(t)) = [f1(i(t)), . . . , fn(i(t))]�

with fv(i(t)), v = 1, . . . , n being a function of i(t) (represent-
ing the probability that a secure node becomes compromised
at time t).

Definition 1 (Cooperative Dynamical System [15]): For a
region Ωn ⊂ �

n, let x = [x1, . . . , xn]� ∈ Ωn and ψ(·) =
[ψ1(·), . . . , ψn(·)]� : Ωn → Ωn. An autonomous dynamical
system dx

dt = ψ(x) is said to be a cooperative system if
∂ψv(x)
∂xu

≥ 0 holds for all u, v = 1, . . . , n and u 	= v.
Definition 2 (Subhomogeneity [55]): For a region Ωn ⊂ �

n

contains � = [0, . . . , 0]�, a continuous mapping ζ(·) : Ωn →
Ωn, for any δ ∈ (0, 1) and z ∈ Ωn with z � �,

• ζ(z)is said to be subhomogeneous if ζ(δz) ≥ δζ(z);
• ζ(z) is said to be strictly subhomogeneous if ζ(δz) >
δζ(z);

• ζ(z) is said to be strongly subhomogeneous when
ζ(δz) � δζ(z);

Definition 3 (Monotone [55]): For a region Ωn ⊂ �
n,

a continuous map φ(·) : Ωn → Ωn is said to be monotone
if x ≥ y implies that φ(x) ≥ φ(y).

B. The
�

-Model: The Preventive and Reactive Cyber
Defense Dynamics Model

This model [24], [50], [58] describes the interaction of
push-based attacks and pull-based attacks versus preven-
tive defenses and reactive defenses. As mentioned above,
push-based attacks accommodate malware-like attacks, namely
that a compromised node or computer actively seeks to attack
other nodes or computers; pull-based attacks accommodate
“drive-by download”-like attacks (e.g., a malicious webserver
attacks vulnerable browsers when they access the webserver);
preventive defenses accommodate the defense mechanisms
that aim to prevent cyber attacks from succeeding (e.g.,
host-based and network-based intrusion prevention); and reac-
tive defenses accommodate the defense mechanisms that aim
to detect successful attacks and clean up the damages (e.g.,
anti-malware tools, host-based and network-based intrusion
detection).

Formally, push-based attacks take place on what is known as
attack-defense structure, denoted by G = (V , E) as mentioned
above, where V = {1, 2, . . . , n} represents a network of n
computers, (u, v) ∈ E means that a compromised computer
u can launch push-based attacks directly against a secure but
vulnerable computer v. Without loss of generality, G can be
an arbitrary directed graph. Note that G is not necessarily the
underlying physical network, and that G can be extracted from
network security policies (e.g., which computer is allowed
to communicate, or is blocked from communicating with,
which other computers). This kind of access control policies is
widely enforced in the real world (e.g., only authorized people
can have access to certain government facilities), and can be
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leveraged to mitigate the cyber attack-defense asymmetry that
befits the attacker (i.e., the consequence of push-based attacks
is amplified by a network effect) [49], [57].

In this model, a node v ∈ V is in one of two states at any
point in time t (t ≥ 0): secure, meaning that the computer
is secure (i.e., not compromised) but vulnerable to attacks
(denoted by “0”); or compromised, meaning that the computer
is compromised (denoted by “1”). Let sv(t) be the probability
that node v ∈ V is in the secure state at time t, and iv(t) be
the probability that node v ∈ V is in the compromised state
at time t. Note that sv(t) + iv(t) = 1 for any v ∈ V . The
dynamics is described as follows: for v ∈ V , we have

div(t)
dt

= −βviv(t) +

�

1 − (1 − αv)
�

u∈Nv

(1 − γvuiu(t))

�

× (1 − iv(t)) (1)

where βv > 0 is the probability that a compromised node
becomes secure at any point in time, αv ≥ 0 is the proba-
bility that a secure node v becomes compromised because of
pull-based attacks, and 0 ≤ γvu ≤ 1 is the probability that a
compromised node u successfully attacks a secure node v over
(u, v) ∈ E . Note that γvu = 0 for (u, v) /∈ E . Note further that
the use of

�
in system (1) explains the term of “the

�
-model.”

This dynamics has been characterized as follows:
Theorem 1 [58]: The

�
-dynamics or interchangeably the�

-model (1) is globally convergent when αv = 0 for all v ∈ V
and when αv > 0 for all v ∈ V .

C. The
�

-Model: The N -Intertwined Epidemic Model
and Its Extension

The N -intertwined epidemic model is introduced
in [40], [41]. Using the same notations as the ones used
in the

�
-model, the N -intertwined epidemic model can be

written as

div(t)
dt

= −βviv(t) +
	

u∈Nv

γvuiu(t)(1 − iv(t)), (2)

where βv > 0 and 0 ≤ γvu ≤ 1 respectively have
the same meaning as mentioned above. We observe that
the N -intertwined epidemic model (2) is different from the�

-model (1) because the former contains a component�
u∈Nv

. The state-of-the-art understanding is:
Theorem 2 [9], [20], [23], [33], [41]: Consider sys-

tem (2). Let B = diag(β1, . . . , βn) and Γ = [γvu] where
v, u ∈ V . For any initial state i(0) 	= � with a strongly
connected attack-defense graph structure G, the equilibrium
� is globally asymptotically stable if and only if s(−B +
Γ) ≤ 0 [9], [23], [41]. For s(−B + Γ) > 0, there exists
an i∗ ∈ (0, 1)n such that i∗ is globally asymptotically
stable [9], [20], [23].

As mentioned above, the N -intertwined epidemic model is
extended to accommodate a node self-infection probability,
leading to the �-SIS model [30]. This model is explored
in form of a continuous-time Markov Chain, where the
“metastable” state can be approximately computed and char-
acterized by the epidemic threshold when the self-infection

Fig. 2. State-transition diagram of node v ∈ V in the unified model, where
gv(i(t), αv, Γ) and hv(i(t), Γ) depend on i(t) = [i1(t), . . . , in(t)]� and
the weighted adjacent matrix Γ = [γvu]n×n of the attack-defense structure G,
and gv(i(t), αv , Γ) further depends on the pull-based attack or self-infection
probability αv .

probability � is small — a limitation of the �-SIS model, while
noting that no such restriction is imposed by the

�
-model.

From a dynamical system point of view, this extended N -
intertwined epidemic model can be re-written as (using the
same notations as in the

�
-model):

div(t)
dt

= −βviv(t) +




αv +
	

u∈Nv

γvuiu(t)

�

(1 − iv(t)), (3)

where αv = α ∈ [0, 1] for v ∈ V can be arbitrary.
As mentioned above, for ease of reference, we call

system (3) the “the
�

-dynamics” and interchangeably “the�
-model,” which accommodates the N -intertwined epidemic

dynamics model (2) as a special example (by setting αv = 0
for all v ∈ V). To the best of our knowledge, this dynamical
system model (with arbitrary α) is not investigated until now.

III. UNIFIED PREVENTIVE AND REACTIVE CYBER

DEFENSE DYNAMICS

A. The Unified Model

This model unifies the
�

-model and the
�

-model reviewed
above into a single framework. As in the

�
-model and the�

-model, we let sv(t) be the probability that node v ∈ V is
secure at time t and iv(t) be the probability that node v ∈ V
is compromised at time t, where sv(t) + iv(t) = 1.

Figure 2 presents the state-transition diagram of node v ∈ V
in the unified model, leading to:

fv(i(t), αv,Γ)
def
=

div(t)
dt

= −hv(i(t),Γ)

×iv(t) + gv(i(t), αv,Γ) × (1 − iv(t)), (4)

where α = [α1, . . . , αn]� with αv for v ∈ V being the proba-
bility that a secure node v becomes compromised because of
pull-based attacks (reflecting the failure of preventive defense
against pull-based attacks) or self-infection, γvu is the prob-
ability that an attack launched from node u against node v
succeeds where (u, v) ∈ E (i.e., this probability reflects the
failure of preventive defense against push-based attacks), Γ =
[γvu]n×n is the weighted adjacent matrix of the attack-defense
structure G, hv(i(t),Γ) : [0, 1]n × [0, 1]n,n → [0, 1] is the
probability that a compromised node v becomes secure at
time t because of the reactive defense, and gv(i(t), αv,Γ) :
[0, 1]n × [0, 1] × [0, 1]n,n → [0, 1] is the probability that a
secure node v becomes compromised at time t because of
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pull-based attacks (or self-infection) or push-based attacks.
Hence, the compact form of the unified model (4) is

f(i(t), α,Γ)
def
=

di(t)
dt

= −H(i(t),Γ)

× i(t) +G(i(t), α,Γ) × (�− i(t)), (5)

where � = [1, . . . , 1]�n , diagonal matrix H(i(t),Γ) =
diag(h1(i(t),Γ), . . . , hn(i(t),Γ)) has diagonal elements
h1(i(t),Γ), . . . , hn(i(t),Γ), and diagonal matrix
G(i(t), α,Γ) = diag(g1(i(t), α1,Γ), . . . , gn(i(t), αn,Γ))
has diagonal elements g1(i(t), α1,Γ), . . . , gn(i(t), αn,Γ).
The Jacobian matrix of f(i(t), α,Γ) with respect to i is
denoted by Di[f ] ∈ [0, 1]n,n, where

Di[f ]vu(i(t), α,Γ) =
∂fv
∂iu

(i(t), αv,Γ). (6)

B. Properties of Functions gv(i(t), αv,Γ) and hv(i(t),Γ)
Functions gv(i(t), αv,Γ) and hv(i(t),Γ) in the unified

model (4) should not be arbitrary but satisfy some mathemat-
ical properties to facilitate analysis and accommodate some
real-world cybersecurity meanings. Of course, we must assure
that these properties are satisfied by the

�
-model and the�

-model (see Lemma 1 below). In what follows, we discuss
three properties that represent the mild conditions mentioned
above.

Property 1: Functions gv(i(t), αv,Γ) and hv(i(t),Γ) in the
unified model (4) have continuous and bounded derivatives
with respect to vector variable i.

Property 1 facilitates mathematical treatment. The validation
of Property 1 requires to conducting cyber attack-defense
experiments, which are orthogonal to the focus of the present
study. This is reasonable because a characterization study,
such as the present one, should consider as-general-as-possible
classes of gv’s and hv’s to accommodate as-many-as-possible
real-world scenarios.

Property 2: For any u, v ∈ V and u 	= v, gv(i(t), αv,Γ)
and hv(i(t),Γ) in the unified model (4) should satisfy

• ∂gv(i(t),αv ,Γ)
∂iu

≥ 0: This is because in the context of
preventive and reactive cyber defense dynamics, when
everything else is fixed, a larger probability iu leads to
a higher probability gv(i(t), αv,Γ). That is, the more
compromised nodes that can attack a secure node v,
the higher the probability that v will be compromised.
Moreover, we have ∂gv(i(t),αv ,Γ)

∂iu
> 0 when γvu > 0

(because u can attack v) and ∂gv(i(t),αv,Γ)
∂iu

= 0 when
γvu = 0 (because u cannot attack v).

• ∂hv(i(t),Γ)
∂iu

= 0: This is because in the context of preven-
tive and reactive cyber defense dynamics, the reactive
defense capability at a node is inherent to the node itself
(i.e., independent of the neighboring nodes).

Property 2 captures the cybersecurity meaning that the
probability that node v gets compromised will increase
with the probability that node u is compromised, namely
∂gv(i(t),αv ,Γ)

∂iu
> 0, where (u, v) ∈ E and γvu > 0. When

(u, v) /∈ E , meaning γvu = 0, the state of node u does not
has any direct impact via (u, v) on the probability that node
v gets compromised, namely ∂gv(i(t),αv ,Γ)

∂iu
= 0. Moreover,

the probability that a compromised node v becomes secure is
independent of the state of node u, namely ∂hv(i(t),Γ)

∂iu
= 0 for

all u ∈ V , u 	= v.
Property 3: Functions gv(i(t), αv,Γ) and hv(i(t),Γ) in the

unified model (4) further satisfy: (i) hv > 0 where hv is the
infimum of hv(i(t),Γ); (ii) Di[hv + gv](i(t), αv,Γ) > �; and
(iii) gv(i(t), αv,Γ) is subhomogeneous for all i in [0, 1]n and
all v ∈ V .

Property 3 captures that there is always a non-zero proba-
bility for a secure node v to become compromised at any point
in time and that there is always a non-zero probability for a
compromised node v becomes secure at any point in time.
This property allows us to derive the strong subhomogeneity
of the unified model (4); see Lemma 4 below.

C. Basic Properties of the Unified Model

In this subsection we discuss the basic properties of the uni-
fied model, including its generality, a non-trivial boundedness
of iv(t), its cooperativeness, its strong subhomogeneity, and
the properties of its equilibrium.

1) Generality of the Unified Model:
Lemma 1: (Generality of the Unified Model (4)): The uni-

fied model (4) unifies, under Properties 1-3, the
�

-model (1)
and the

�
-model (3) into a single framework.

Proof: In order to prove the lemma, we need to show
(i) the

�
-model and the

�
-model can be derived from the

unified model with special instantiations of gv(i(t), αv,Γ) and
hv(i(t),Γ), and (ii) the

�
-model and the

�
-model satisfy

Properties 1-3.
To prove (i), we first observe that the unified model (4) can

be instantiated as the
�

-model (1) by setting

gv(i(t), αv,Γ) = 1 − (1 − αv)
�

u∈Nv

(1 − γvuiu(t)) (7)

and hv(i(t),Γ) = βv . Similarly, the unified model (4) can be
instantiated as the

�
-model (3) by setting

gv(i(t), αv,Γ) = αv +
	

u∈Nv

γvuiu(t) (8)

and hv(i(t),Γ) = βv .
To prove (ii), we show the

�
-model and the

�
-model

satisfy the three properties one-by-one.
First, by substituting gv(i(t), αv,Γ) as the right-hand side

of Eq. (7) and hv(i(t),Γ) = βv into the unified model,
we find that gv(i(t), αv,Γ) is a continuous differentiable
function of iv(t) for any v ∈ V in the range of [0, 1] and
that hv(i(t),Γ) is constant. This means that gv(i(t), αv,Γ)
and hv(i(t),Γ) in the

�
-model have continuous and bounded

derivatives, and therefore satisfy Property 1. Similarly, by sub-
stituting gv(i(t), αv,Γ) as the right-hand side of Eq. (8) and
hv(i(t),Γ) = βv into the unified model, we can draw a similar
conclusion.

Second, the
�

-model and the
�

-model satisfy Property 2
because hv(i(t),Γ) in both cases is constant, whose derivation
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is zero. Moreover, in
�

-model we have,

∂gv(i(t), αv,Γ)
∂iu

=(1 − αv)
�

k∈Nv\{u}
(1 − γvkik(t))γvu≥0

(9)

and in
�

-model, we have

∂gv(i(t), αv,Γ)
∂iu

= γvu ≥ 0. (10)

Therefore, the
�

-model and the
�

-model satisfy Property 2.
Third, in the

�
-model and the

�
-model, hv(i) is a positive

constant (meaning hv > 0) and ∂gv(i(t),α,Γ)
∂iu

> 0 when
i(t) � � for any t ≥ 0. Therefore, we have Di[hv +
gv](i(t), αv,Γ) > � for i(t) � � and any t ≥ 0. What remains
to be shown is the subhomogeneity of gv(i(t), αv,Γ). For this
purpose, we consider the two models separately.

For the
�

-model (1), we prove the subhomogeneity by
using induction. When N(v) = 1, gv(i(t), αv,Γ) is subho-
mogeneous with respect to i because for any δ ∈ (0, 1) and
i � �, we have gv(δi, αv,Γ) − δgv(i, αv,Γ) = 1 − (1 −
α)(1 − γvuδiu) − δ(1 − (1 − α)(1 − γvuiu)) ≥ 0. Suppose
gv(i(t), αv,Γ) is subhomogeneous with respect to i when
N(v) = k. For N(v) = k + 1, we have

gv(δi, αv,Γ) −δgv(i, αv,Γ)

= 1−(1−α)(1−γvuk+1δiuk+1)
�

us∈Nv\{uk+1}
(1−γvusδius)

− δ(1−(1−α)(1−γvuk+1iuk+1)
�

us∈Nv\{uk+1}
(1−γvusius))

= 1−(1−α)
�

us∈Nv\{uk+1}
(1−γvusδius)

− δ[1−(1−α)
�

us∈Nv\{uk+1}
(1−γvusius)]

+ δ(1−α)γvuk+1iuk+1 [
�

us∈Nv\{uk+1}
(1 − γvusδius)

−
�

us∈Nv\{uk+1}
(1−γusvius)] ≥ 0.

That is, gv(i(t), αv,Γ) is subhomogeneous with respect to i
in the

�
-model.

For the
�

-model (3), we have

gv(δi, αv,Γ) = αv + δ
	

u∈Nv

γvuiu ≥ δgv(i, αv,Γ),

which means gv(i(t), αv,Γ) is subhomogeneous with respect
to i in the

�
-model. �

Lemma 1 can be summarized informally as:
Insight 1: The unified preventive and reactive cyber

defense dynamics model accommodates the extensively-studied�
-model (1) and

�
-model (3) as special cases.

2) Non-Trivial Boundedness of iv(t) When t→ ∞:
Lemma 2 (Non-Trivial Boundedness of the Unified Model

(4)): Let gv be the infimum of gv(·), hv be the infimum of
hv(·), gv be the supremum of gv(·), and hv be the supremum
of hv(·), where 0 ≤ gv ≤ gv ≤ 1 and 0 ≤ hv ≤ hv ≤ 1.

The unified model (4) has the following properties: for each
v ∈ V ,

(i) If gv > 0, then there exist �v,1 > 0 and T1 > 0 such that
inft≥T1 iv(t) ≥ �v,1 and supt≥T1

iv(t) ≤ 1.
(ii) If hv > 0, then there exist �v,2 > 0 and T2 > 0 such that

inft≥T2 iv(t) ≥ 0 and supt≥T2
iv(t) ≤ 1 − �v,2.

(iii) If gv > 0 and hv > 0, then there exist �v,1 > 0,
�v,2 > 0 and T3 > 0 such that inft≥T3 iv(t) ≥ �v,1
and supt≥T3

iv(t) ≤ 1 − �v,2.
Proof: From the unified model (4), we have

div(t)
dt |iv=0 ≥ 0 and div(t)

dt |iv=1 ≤ 0. This and the fact that
the unified model (4) is a continuous dynamical system imply
that iv(t) is bounded within [0, 1].

In order to prove (i), we can choose an �v,1 ∈�

0,min



1
2 ,

gv

gv+hv

��

such that

div(t)
dt

|iv=�v,1 ≥ −hv ∗ �v,1 + gv ∗ (1 − �v,1) ≥ 0.

Since div(t)
dt |iv∈[0,�v,1) > 0, there is a T1 > 0 such that

inft≥T1 iv(t) ≥ �v,1 and supt≥T1
iv(t) ≤ 1.

In order to prove (ii), we can choose an �v,2 ∈�
0,min

�
1
2 ,

hv

hv+gv

��
such that

div(t)
dt

|iv=1−�v,2 ≤ −hv ∗ (1 − �v,2) + gv ∗ �v,2 ≤ 0.

Since div(t)
dt |iv∈(1−�v,2,1] < 0, there is a T2 > 0 such that

inft≥T2 iv(t) ≥ 0 and supt≥T2
iv(t) ≤ 1 − �v,2.

In order to prove (iii), we choose �v,1 as in case (i), choose
�v,2 as in case (ii), and choose T3 = max{T1, T2}. Then,
we have inft≥T3 iv(t) ≥ �v,1 and supt≥T3

iv(t) ≤ 1− �v,2. �
3) Cooperativeness of the Unified Model:
Lemma 3 (Cooperativeness of the Unified Model (4)): The

unified model (4) under Properties 1-2 is a cooperative dynam-
ical system (according to Definition 1) and thus its solution is
monotone (according to Definition 3).

Proof: For any i ∈ [0, 1)n, Property 1 gives the differ-
entiable property of hv(i) and gv(i) in the unified model (4).
Then,

∂fv(i(t), αv,Γ)
∂iu

= −∂hv(i(t),Γ)
∂iu

iv(t)

+
∂gv(i(t), αv,Γ)

∂iu
(1 − iv(t))

for any u ∈ V and u 	= v is a convex linear combination
of nonnegative items −∂hv(i(t),Γ)

∂iu
and ∂gv(i(t),αv ,Γ)

∂iu
by using

Property 2. This means ∂fv(i(t),αv ,Γ)
∂iu

≥ 0, namely that the uni-
fied model (4) is a cooperative system. Then, Theorem 1.7 in
reference [15] and the fact that region [0, 1]n is convex imply
that the solution of the unified model (4) is monotone. �

4) Strong Subhomogeneity of the Unified Model:
Lemma 4 (Strong Subhomogeneity of the Unified Model

(4)): The unified model (4) under Properties 1 and 3 is strongly
subhomogeneous in [0, 1]n according to Definition 2.
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Proof: For any δ ∈ (0, 1) and i ∈ [0, 1]n with i � �,
we have

fv(δi, αv,Γ)−δfv(i, α,Γ)
= [−hv(δi,Γ)+hv(i,Γ)]δiv

+ gv(δi, αv,Γ)(1−δiv)−gv(i, αv,Γ)δ(1−iv)
= [(hv(i,Γ)+gv(i, αv,Γ))−(hv(δi,Γ)−gv(δi, αv,Γ))]δiv

+ gv(δi, αv,Γ)−δgv(i, αv,Γ). (11)

Since Property 1 gives the differential property of hv(i,Γ)
and gv(i, αv,Γ) in the unified model (4) with respect to i,
by Taylor’s theorem, there exists an α∗ ∈ (δ, 1) such that

(hv(i,Γ) + gv(i, αv,Γ)) − (hv(δi,Γ) + gv(δi, αv,Γ))
= Di[hv + gv](α∗i, αv,Γ)�(1 − δ)i > 0.

This means fv(δi) − δfv(i) > gv(δi) − δgv(i) ≥ 0 because
gv(i, αv,Γ) is subhomogeneous according to Property 3. Thus,
the unified model (4) is strongly subhomogeneous. �

5) Properties of Equilibria in the Unified Model: We
observe that when αv = 0 for all v ∈ V , � = [0, . . . , 0]�

is an equilibrium of the unified model (4). The convergence
property of this equilibrium is characterized as follows:

Lemma 5: (Property of the Equilibrium � in the Unified
Model (4) When αv = 0 for all v ∈ V): Suppose αv = 0 for
all v ∈ V , which means that � is an equilibrium of the unified
model (4). Suppose the attack-defense structure G is strongly
connected in the unified model (4). Under Properties 1-3,

• if s(Di[f ](�, α,Γ)) ≤ 0, then equilibrium � is globally
asymptotically stable,

• if s(Di[f ](�, α,Γ)) > 0, there exists a unique equilibrium
i∗ � � that is globally asymptotically stable,

where s(Di[f ](�, α,Γ)) = max{R(λ) : det(λI −
Di[f ](�, α,Γ)) = 0}.

Proof: This lemma can be derived by directly applying
Lemma 2.1 in [56] or Corollary 3.2 in [43]. �

In the case αv > 0 for all v ∈ V , � is not an equilibrium
of the unified model (4), Lemmas 6 below characterizes the
property of the equilibrium in (0, 1)n.

Lemma 6 (Property of the Equilibrium of the Unified Model
(4) When αv > 0 for all v ∈ V): Under the condition
Properties 1-3 holds and αv > 0 for all v ∈ V in the
unified model (4), there is a unique equilibrium i∗ ∈ (0, 1)n

is globally asymptotically stable in [0, 1]n.
Proof: The proof is divided into three parts, respectively

showing the uniqueness, existence, and global asymptotic
stability of the equilibrium. The existence and uniqueness
of the equilibrium can be proven by directly applying The-
orem 2.3.2 in [55], where the nonempty compact invariant set
K = [�v,1, 1−�v,2] is assured by Lemma 2 and the solution of
the unified model (4) being monotone is assured by Lemma 3.
The global asymptotic stability of the unique equilibrium can
be proven by applying Theorem 2.2.6 in [55], which shows
that K contains only one equilibrium and the equilibrium is
globally asymptotically stable. �

D. Main Results of the Unified Model

Recall that αv > 0 means v is subject to pull-based attacks
or self-infection, and that αv = 0 means v isn’t. In the general

case, we may have αv > 0 for some v ∈ V and αv = 0 for
the other v’s. Therefore, we further denote by Vα=0 the set of
nodes with αv = 0 and by Vα>0 the set of nodes with αv > 0.
This means that we can partition V into V = Vα=0 ∪ Vα>0,
where Vα=0 or Vα>0 may be empty.

1) Global Convergence of the Unified Dynamics: We
can always divide the attack-defense structure G, which is
a directed graph, into K Strongly Connected Components
(SCCs), denoted by SCC1, . . . ,SCCK , such that within each
SCCk there is always a path between any pair of nodes in
SCCk. Denote the set of nodes of SCC1, . . . ,SCCK respec-
tively by VSCC1 , . . . ,VSCCK

, and their size respectively by
NSCC1 = |SCC1|, . . . , NSCCK

= |SCCK |.
Under Property 2, the Jacobian matrix of f(i), which

is defined in Eq. (6) as Di[f ](i(t), α,Γ), has the
Perron-Frobenius form:

P�Di[f ](i(t), α,Γ)P =

⎡

⎢
⎢
⎢
⎣

Df11 Df12 . . . Df1K
0 Df22 . . . Df2K
...

...
. . .

...
0 . . . 0 DfKK

⎤

⎥
⎥
⎥
⎦

(12)

where P� is a permutation matrix, and Dfkk corresponding
to SCCk for k = 1, . . . ,K is an irreducible matrix. Denote by

Hk(i(t),Γ) = diag(hvk,1(i(t),Γ), . . . , hvk,Nscck
(i(t),Γ)),

gk(i(t), α,Γ) = [gvk,1(i(t), αvk,1 ,Γ), . . . , gvk,Nscck
(i(t),

αk,Nscck
,Γ)].

Let SCCRk
be the set of SCCs that have pathes arriving at

SCCk, meaning that if SCCRk
	= ∅, then there is at least one

path from a node in SCCr ∈ SCCRk
to a node in SCCk.

Theorem 3 (Global Convergence of the Unified Dynamics):
Consider the unified model (4) under Properties 1-3, where V
is partitioned into V = Vα=0 ∪ Vα>0 and the attack-defense
structure G = (V , E) contains K strongly connected compo-
nents SCCk for k = 1, . . . ,K . For each SCCk, the following
holds:
(i) If VSCCk

∩Vα>0 	= ∅, then SCCk has a unique equilibrium
i∗k ∈ (0, 1)NSCCk that is globally asymptotically stable in
[0, 1]NSCCk .

(ii) If VSCCk
∩ Vα>0 = ∅ and s(−Hk(�NSCCk

,Γ) +
Di[gk](�NSCCk

, α,Γ)) > 0, then SCCk has a unique equi-
librium i∗k ∈ (0, 1)NSCCk that is globally asymptotically
stable in [0, 1]NSCCk \ {�NSCCk

}.
(iii) If VSCCk

∩ Vα>0 = ∅, SCCRk
= ∅ and

s(−Hk(�NSCCk
,Γ) + Di[gk](�NSCCk

, α,Γ)) ≤ 0, SCCk
has an equilibrium �NSCCk

that is globally asymptotically
stable in [0, 1]NSCCk .

(iv) If VSCCk
∩ Vα>0 = ∅, SCCRk

	= ∅, s(−Hk(�NSCCk
,Γ) +

Di[gk](�NSCCk
, α,Γ)) ≤ 0, and

– �NSCCr
is a globally asymptotically stable equilib-

rium for every SCCr ∈ SCCRk
, then �NSCCk

is a
globally asymptotically stable equilibrium of SCCk
in [0, 1]NSCCk ;

– �NSCCr
is not a globally asymptotically stable equi-

librium for every SCCr ∈ SCCRk
, then SCCk has
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an equilibrium i∗k ∈ (0, 1)NSCCk that is globally
asymptotically stable in [0, 1]NSCCk \ {�NSCCk

}.
The proof of Theorem 3 is quite involved because the

attack-defense structure G may not be strongly connected,
in which case we need to, and always can, divide G into
multiple strongly connected components. The proof is deferred
to Supplementary Material for a better readability. Theorem 3
can be summarized informally as:

Insight 2: The unified preventive and reactive cyber defense
dynamics (4) is still globally convergent under the aforemen-
tioned mild conditions (i.e., Properties 1-3).

2) Convergence Speed of the Unified Dynamics: We
re-write the unified mode (4) in the parameterized form as:

di(t)
dt

= f(i(t), θ) = fθ(i(t)) (13)

where θ = [θ1, · · · , θm] ∈ Ω for m = n+n2 and Ω ⊆ �
m, and

fθ = [fθ,1, · · · , fθ,n]� is the parameterized form of f(i, θ).
Theorem 4 (Convergence Speed of the Unified Dynamics):

Consider the parameterized form (13) of the unified model
(4) under Properties 1-3. Suppose the attack-defense structure
G = (V , E) contains K strongly connected components SCCk
for k = 1, . . . ,K . For each SCCk, suppose f(i, θ) has
continuous second-order partial derivatives with respect to i
and continuous first-order partial derivatives with respect to
θ and Jacobian D[fθ] is always irreducible for all i ∈ [0, 1]n

and θ ∈ Ω. Then, the convergence speed of the dynamics
corresponding to SCCk is characterized as follows:

(i) In the case αv = 0 for all v ∈ V (meaning i∗ = �):
if s(Di[fθ](�)) < 0, then the convergence speed of �

is exponential; if s(Di[fθ](�)) = 0, ∂2fθv (i)
∂ip∂iq

≤ 0 at

i = � for all v, p, q ∈ V with p 	= q, and ∂2fθv (i)
∂i2p

≤ −a
at i = � for some a > 0 and any v, p ∈ V , then the
convergence speed is at least polynomial.

(ii) In the case αv ≥ 0 for all v ∈ V other than the case
treated above (meaning i∗ > �): if matrix D[fθ](i, θ)
is of full rank for all i � 0 and θ ∈ Ω, then the
convergence speed of i∗ is exponential for any θ ∈ Ω\P ,
where P ⊂ �

m is a set of Lebesgue measure zero.

Moreover, the unified model is exponentially convergent if the
convergence speed of the dynamics corresponding to each
SCC is exponential, and is polynomially convergent if the
convergence speed of the dynamics corresponding to one of
the SCCs is polynomial.

Proof: We first consider the simple case K = 1, meaning
that G is strongly connected, and then consider that } is
composed of K > 1 strongly connected components.

First, we consider the case of K = 1 that has irreducible
Jacobian.

In case (i), we know i∗ = �. If s(Di[fθ](�)) < 0, then
the exponential convergence speed result can be derived from
the stability theory of ordinary differential equations (see,
e.g., [12]). If s(Di[fθ](�)) = 0, then the Perron-Frobenius
theorem [3] says that the geometric dimension of eigenvalue
0 of Di[fθ](�) is 1 and that the associated eigenvector ξ =
[ξ1, · · · , ξn]� have positive components and can be normalized
as

�
v ξv = 1. Let η(t) = ξ�i(t). By the second-order Taylor

expansion, we have

dη(t)
dt

= ξ�fθ(i(t)) = ξ�Di[fθ](�)i(t)

+μ(i(t), θ) + o(|i(t)|2), and

μ(i(t), θ) =
n	

v,p,q=1

∂2fθv(�)
∂ip∂iq

ip(t)iq(t)ξv.

The condition ∂2fθv (�)
∂ip∂iq

≤ 0 for all v, p, q ∈ V with p 	= q and

the condition ∂2fθv (�)
∂i2p

≤ −a for some a > 0 and any v, p ∈ V
imply μ(i(t), θ) ≤ −c∗, where c∗ = amaxv∈V 1/(ξv)2. Thus,
we have

dη(t)
dt

≤ −cη2(t) + o(|η(t)|2).

This inequality leads to the desired result of polynomial
convergence speed, which means the converge speed is at least
polynomial.

In case (ii), we have i∗ > 0. The Sard Lemma [38] says
that except for a set P1 ⊂ �

n of Lebesgue measure zero,
D[fθ](i∗, θ) is of full rank for all θ /∈ P , which implies that
it does not have any zero eigenvalues. Since i∗ is globally
asymptotically stable, we conclude that s(Di[fθ](i∗)) < 0,
where s(A) is the maximum among the real parts of the
eigenvalues of matrix A. According to the stability theory of
ordinary differential equations, we conclude that i∗ is globally
exponentially stable.

Second, consider the more general case of reducible Jaco-
bian, meaning K > 1. The convergence speed of unified
dynamics (4) depends on the SCCk that has the slowest
convergence speed. That is, if the convergence speed of the
dynamics corresponding to some SCCk is polynomial, then the
convergence speed of the unified dynamics (4) is polynomial;
otherwise, the convergence speed of the unified dynamics (4)
is exponential.

This complete the proof of Theorem 4. �
Theorem 4 can be summarized informally as:
Insight 3: The unified preventive and reactive cyber defense

dynamics (4) converges, under the aforementioned mild con-
ditions (i.e., Properties 1-3), at least polynomially but mostly
exponentially.

E. Relationship Between the Results in the Unified Model
and the Literature Results in the

�
-Model

and the
�

-Model

1) Instantiating Theorem 3 to
�

-model and
�

-model:
Corollary 1 (Corollary of Theorem 3 Corresponding to the�
-Model; Equivalent to Theorem 1 in Reference [58]): In the�
-model (1), the following two cases have been analyzed in

the literature.

• In the case αv = 0 for all v ∈ V , meaning that no
node is subject to pull-based attacks, if s(−B + Γ) ≤ 0
where B=diag(β1, . . . , βn) and Γ = [γvu], v, u ∈ V , then
� is globally asymptotically stable in [0, 1]n; otherwise,
we have s(−B + Γ) > 0 and there is an equilibrium
i∗ ∈ [0, 1)n \ {�} that is globally asymptotically stable.
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• If αv > 0 for all v ∈ V , meaning that every node is sub-
ject to pull-based attacks, there is a unique equilibrium
i∗ ∈ (0, 1)n that is globally asymptotically stable.

Corollary 2 (Corollary of Theorem 3 Corresponding to
the Special

�
-Model (2); Equivalent to Theorem 2 in

Reference [33]): In the special
�

-model (2), where αv = 0
for all v ∈ V , there are two cases.

• If s(−B + Γ) ≤ 0, then � is globally asymptotically
stable.

• If s(−B + Γ) > 0, then there is an equilibrium i∗ ∈
[0, 1)n \ {�} that is globally asymptotically stable.

Corollary 3 (Corollary of Theorem 3 Corresponding to the�
-Model (3); New Result): In the

�
-model (3) where αv > 0

for all v ∈ V , there is a unique equilibrium i∗ ∈ (0, 1)n that
is globally asymptotically stable.

2) Convergence Speed of the
�

-Model and the
�

-Model:
Theorem 5 (Theorem 4 When Instantiated to the

�
-Model

and the
�

-Mode): Consider the
�

-model (1) and the�
-model (3). Suppose matrix Γ is irreducible. Then, we have

the following results for the convergence speed of the globally
stable equilibrium i∗ in the

�
-model and the

�
-model:

(i) In the case αv = 0 for all v ∈ V (meaning i∗ = �),
if s(−B + Γ) < 0, then the convergence speed of � is
exponential; if s(−B + Γ) = 0, then the convergence
speed is at least polynomial.

(ii) In the case αv ≥ 0 for all v ∈ V other than the case
treated above, meaning i∗ > �, the convergence speed of
i∗ is exponential when β = [β1, · · · , βn]� /∈ P1 where
P1 ⊂ �

n is a set of Lebesgue measure zero, or when α =
[α1, · · · , αn]� /∈ P2 where P2 ⊂ �

n is a set of Lebesgue
measure zero, or when Γ = [γvu : u, v ∈ V ] /∈ P3 where
P3 ⊂ �

n,n.
The proof of Theorem 5 is similar to the proof of Theorem 4

and therefore omitted. Summarizing Corollaries 1-3 and
Theorem 5, we obtain the following:

Insight 4: Our results in regards to the unified preventive
and reactive cyber defense dynamics (4) supersede the litera-
ture results in regards to the

�
-dynamics (1) and the literature

results in regards to the
�

-dynamics (3).
3) Summarizing the Relationship Between the Mathematical

Properties, Lemmas, Theorems, and Corollaries: For better
readability, we use Figure 3 to highlight the relationship
between the mathematical properties, lemmas, theorems, and
corollaries that have been discussed until the present section.

IV. NUMERICAL ILLUSTRATIONS

In this section, we use numerical examples to answer two
questions. First, how general is our main result? In order to
answer this question, we use numerical examples to show the
following: Theorem 3 is applicable to the unified model (4)
in the general case 0 ≤ |Vα>0|

|V| ≤ 1, which has not been
considered in the literature even for the special

�
-model and

�
-model because the literature at most considers |Vα>0|

|V| = 0

and |Vα>0|
|V| = 1 separately. Second, is the mild condition

(Property 3) required by Theorem 3 also necessary (while
noting that Properties 1 and 2 naturally hold)?

Fig. 3. Relationship between the mathematical properties, lemmas, theorem,
and corollaries presented in the present paper (while noting that Lemma 7
is deferred to the Supplementary Material because it can be seen as a very
special case of Theorem 3), and the relationship between the main theorem
presented in this paper and the results presented in the literature.

For our numerical study, we treat the Internet peer-
to-peer network called Gnutella06 in http://snap.
stanford.edu/data/index.html as an example of
the attack-defense structure G = (V , E). This is a plausible
alternative because real-world attack-defense structures need
to be derived from the topologies of real-world networks and
their security configurations (e.g., access control and firewall
policies), which are often sensitive and are not available to
academic researchers. This means that as mentioned above,
the attack-defense structure is in general different from the
underlying physical network. This peer-to-peer network has
|V| = 8, 717 nodes and |E| = 31, 525 directed edges. The

security metric we use is ī(t)
def
=

�
v∈V iv(t)

|V| , which is
the fraction of compromised nodes at time t and succinctly
represents the evolution of the dynamics.

A. Illustrating the Generality of the Main Result (Theorem 3)

For this purpose, we need to consider some concrete instan-
tiation of the unified model (4). As an example, we consider
the

�
-dynamics (3), which as mentioned above satisfies

Properties 1-3 that are required by the main result. We conduct
two experiments, each considering |Vα>0|

|V| ∈ {0, 0.5, 1} (i.e.,
0%, 50%, and 100% of the nodes are subject to pull-based
attacks or self-infection). The generality of our result is shown
for the case |Vα>0|

|V| = 0.5 because the literature results only

cover the cases |Vα>0|
|V| ∈ {0, 1}.
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Fig. 4. Convergence of the
�

-dynamics (3) with αv = 0.1 for v ∈ Vα>0,
βv = 0.4, and γvu = 0.15.

Fig. 5. Global convergence of the
�

-dynamics (3) with αv = 0.1 for
v ∈ Vα>0, βv = 0.4, and γvu = 0.15.

Fig. 6. Convergence of the
�

-dynamics (3) with αv = 0.05 for v ∈ Vα>0,
βv = 0.5, and γvu = 0.1.

In the first experiment, we have αv = 0.1 for v ∈ Vα>0,
βv = 0.4 for v ∈ V , and γvu = 0.15 for (u, v) ∈ E .
Figure 4 plots the evolution of ī(t), which is the fraction
of the compromised nodes over time t, corresponding to the
initial state that 50% of the randomly selected nodes are in the
compromised state. We observe that ī(t) in each of the three
scenarios indeed converges to an equilibrium whose location
depends on the parameter values. On the other hand, Figure 5
shows the global convergence when randomly-selected 50%
of the nodes are subject to pull-based attacks.

In the second experiment, we set αv = 0.05 for v ∈ Vα>0,
βv = 0.5 for v ∈ V , and γvu = 0.1 for (u, v) ∈ E . Figure 6
plots the evolution of ī(t) with the initial state that 50% of
the randomly selected nodes are in the compromised state.

Fig. 7. Global convergence of the
�

-dynamics (3) with αv = 0.05 for
v ∈ Vα>0, βv = 0.5, and γvu = 0.1.

Fig. 8. Convergence of the unified model violate Property 3.

We observe that ī(t) in each of the three scenarios indeed
converges to an equilibrium. On the other hand, Figure 7 shows
the global convergence when randomly-selected 50% of the
nodes are subject to pull-based attacks.

B. Illustrating the Necessity of a Mild Condition

Since Properties 1-2 are naturally satisfied, we focus on the
necessity of Property 3. We propose considering two examples
of the unified model (4), one showing that the dynamics is
still globally convergent even if Property 3 is violated, and
the other showing that the dynamics is not globally conver-
gent when Property 3 is violated. This empirically hints that
Property 3 is necessary for global convergence under certain
assumption, but its precise formulation is left an outstanding
open problem.

1) Example Hinting That Property 3 May not be Necessary:
In this example, we consider the unified model (4) while
setting

hv(i(t),Γ) = βv

gv(i(t), αv,Γ) = 0.5 ×



1
N(v)

	

u∈Nv

γvuiu(t)

�2

+0.5 × α2
v.

We observe that in this case Property 3 does not hold because
gv(i(t), αv,Γ) is not subhomogeneous with respect to vari-
able i. We conduct two experiments, each considering three
scenarios of Vα>0: |Vα>0|

|V| ∈ {0, 0.5, 1}.
In the first experiment, we set αv = 0.2 for v ∈ Vα>0,

βv = 0.1 for v ∈ V , γvu = 0.9 for (u, v) ∈ E . Figure 8 shows
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Fig. 9. Global convergence of the unified model that violate Property 3.

Fig. 10. Convergence of the unified model with functions gv(i(t)) and
hv(i(t)) that violate Property 3.

that when the initial state is that 50% randomly selected nodes
are in the compromised state, ī(t) is still convergent in each
of the three scenarios albeit the location of the equilibrium
depends on the parameter values.

In the second experiment, we set αv = 0.1 for v ∈ Vα>0,
βv = 0.05 for v ∈ V , and γvu = 0.9 for (u, v) ∈ E
Figure 9 shows that ī(0), despite three different initiate states,
indeed converges to the same equilibrium, implying global
convergence.

2) Example Hinting That Property 3 May be Necessary: In
this example, we consider the unified model (4) while setting

hv(i(t),Γ) = βv

gv(i(t), αv,Γ) =

�
4x3(t), if x(t) ∈ [0, 0.5),
1 − 4(1 − x(t))3, if x(t) ∈ [0.5, 1]

where x(t) = 1
N(v)

�
u∈Nv

γvuiu(t). We observe that
Property 3 does not hold because gv(i(t), αv,Γ) is not sub-
homogeneous with respect to variable i.

In the experiment, we set αv = 0 and βv = 0.5 for
v ∈ V and γvu = 1 for (u, v) ∈ E , and consider different
initial states. Figure 10 shows that ī(0) converges to different
equilibria with respect to different initial states, hinting that
Property 3 is necessary for the global convergence result.

Insight 5: Our empirical experiment hints that Property 3 is
necessary for the global convergence result, but it is an open
problem to prove the necessity rigorously.

V. LIMITATIONS AND FUTURE RESEARCH DIRECTIONS

The present study has several limitations. First, the unified
dynamics is proven to be globally convergent under some mild

conditions. It is an exciting future work to prove (or disprove)
the necessity of Property 3.

Second, the present work focuses on characterization,
assuming cyber-attack-defense structure G and model parame-
ters αv, βv, and γvu are given (following [33], [41], [58] and
the references therein). Although such characterization studies
make no restrictions on the structure and model parameters,
we need to design algorithms for extracting the cyber-attack-
defense structure G and model parameters αv, βv, and γvu
in real-world cyber environments. One challenge is that it
is difficult for academic researchers to obtain such datasets,
which are often sensitive (e.g., real-world network topologies
and their security policies).

Third, much research needs to be conducted to show how
to exploit the global convergence result to design practical
sampling methods to estimate the global cybersecurity state,
such as the fraction of compromised nodes ī(t) even when the
model parameters are not known. This is important because it
may be costly to obtain the model parameters. An promising
result in this direction is given in [50], which shows the
possibility of designing sampling algorithms to derive ī(t) by
using a very small number of sensors without knowing the
values of the model parameters.

Fourth, pull-based attacks and push-based attacks are
assumed to be waged independently, and the compro-
mised nodes are assumed to wage attacks independently.
Although this assumption has been widely adopted (see, for
example, [33], [41], [58] and the references therein), in the
long-term this assumption needs to be weakened or elim-
inated. Initial results in this direction have been reported
in [8], [44], [45], but much more remains to be done.

Fifth, in the present paper, the attack-defense structure G
and the model parameters αv , βv and γvu are assumed to
be time-independent. These assumptions might be valid for
a small time scale or when the cybersecurity dynamics con-
verge exponentially. The more general case of time-dependent
attack-defense structures G(t) and time-dependent parameters
αv(t), βv(t) and γvu(t) are left for future study.

VI. RELATED WORK

The most closely related prior work is [50], [58], which
characterize the preventive and reactive cyber defense dynam-
ics (i.e., the

�
-model). This dynamics model is originally

introduced in [24], which however does not give any satis-
factory analytical treatment. The modeling approach adopted
in [24] is initiated in [42] and later further studied, for exam-
ple, in [5], [10]. However, these models [5], [10], [42] do not
consider pull-based attacks (i.e., they only consider push-based
attacks). Moreover, these studies [5], [10], [42] characterize
the dynamics in the parameter regime below the epidemic
threshold (i.e., the dynamics converges to the zero equilibrium
or the spreading dies out). In contrast, [50] presents the first
conditional convergence result for the case α > 0 (i.e., all
nodes are vulnerable to pull-based attacks). Moreover, [58]
shows that the

�
-dynamics is globally convergent by elimi-

nating the condition that is imposed in [50]. Nevertheless, [58]
only considers the

�
-dynamics in the special cases of α = 0
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(i.e., no nodes are vulnerable to pull-based attacks) and α > 0
(i.e., all nodes are vulnerable to pull-based attacks), but not in
the general case of α ≥ 0 (i.e., some nodes may be vulnerable
to pull-based attacks but the others aren’t), which is resolved
in the present paper.

A closely-related modeling approach is the N -intertwined
model [41]. This approach is seemingly also rooted in [42],
but uses a different method to model the aggregate effect of
multiple nodes attacking a single node. This approach has
been investigated in, for example, [4], [9], [20], [23], [33],
[35], [37], [39]. The N -intertwined model is also extended
to the �-SIS model [30] by using a parameter � to model
the self-infection probability, which is analogous to the afore-
mentioned pull-based attack probability α introduced in [24].
The parameter is assumed to be small (i.e., ≈ 0) in [30].
In contrast, we investigate the dynamical system version of
the

�
-model with an arbitrary self-infection probability α.

From a broader point of view, preventive and reactive
cyber defense dynamics is just one family of models in the
cybersecurity dynamics framework [46], [48], which aims to
systematically understand all kinds of cyber defense dynamics,
including: adaptive cyber defense dynamics that aims to model
the interaction between an attacker and an adaptive defender
(e.g., [32], [51], [53], [54]); active cyber defense dynamics
that aims to model the interaction between an attacker and
an active defender who leverages a push-based defense mech-
anism (e.g., [27], [49], [57]); and proactive cyber defense
dynamics that aims to model the interaction between an
attacker and a proactive defender (e.g., [13], [28], [31]).
Understanding these kinds of cybersecurity dynamics will
pave the way for establishing a unified body of knowledge
in understanding cybersecurity dynamics as a whole.

VII. CONCLUSIONS

We have unified two widely-investigated cyber defense
dynamics models into a single framework, proved that the
unified dynamics is globally convergent, and characterized the
convergence speed of the unified dynamics. The unified frame-
work gets rid of some unnecessary assumptions that are made
in the literature (e.g., the connectivity of the attack-defense
structure and the smallness of the self-infection probability).
The unified dynamics framework accommodates more classes
of preventive and reactive cyber defense dynamics models than
the class of

�
-models and the class of

�
-models that have

been investigated in the literature. We have also discussed the
limitations of the present study, leading to open problems for
future research.
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